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Mathematics for Engineering Sciences 

Chapter 01: Matrix Analysis 

Chapter Objective: Define the concepts of: 

• Matrix 

• Operations on matrices 

Introduction:  

Numerical analysis, also known as computational mathematics or applied mathematics, is the field 

where algorithms are studied to solve mathematical analysis problems using arithmetic calculations. 

These problems are based on systems that involve matrices. This chapter focuses mainly on matrix 

analysis. In Chapter 1 we used matrices and vectors as simple storage devices. In this chapter matrices 

and vectors take on a life of their own. We develop the arithmetic of matrices and vectors. Much of 

what we do is motivated by a desire to extend the ideas of ordinary arithmetic to matrices. Our 

notational style of writing a matrix in the form 𝐴 =  [𝑎𝑖𝑗] hints that a matrix could be treated like a 

single number. What if we could manipulate equations with matrix and vector quantities in the same 

way that we do equations with scalars? We shall see that this powerful idea gives us now methods for 

formulating and solving practical problems. In this chapter we use it to find effective methods for 

solving linear and nonlinear systems, solve problems of graph theory and analyze an important 

modeling tool of applied mathematics called a Markov chain 

I. Matrix 

I.1 Definition 

A matrix is a rectangular array of elements with 𝑛 rows and 𝑚 columns. Let 𝐴 be a matrix. We denote 

aij as the element in the i  row and j column of matrix 𝐴. In general, the matrix 𝐴 is written as: 

            𝐴 = [

𝑎11    𝑎12 ⋯ 𝑎1𝑚

𝑎21    𝑎22 ⋯ 𝑎2𝑚

⋮
𝑎𝑛1    𝑎𝑛2 ⋯ 𝑎𝑛𝑚

]   

The matrix 𝐴 is said to be of size 𝑛 × 𝑚, where: 

• 𝑛 : number of rows 

• 𝑚: number of columns 

I.2 Some types of matrices 

• Rectangular matrix: The number of rows is different from the number of columns 𝑛 ≠ 𝑚. 

            𝐴 = [

𝑎11    𝑎12 ⋯ 𝑎1𝑚

𝑎21    𝑎22 ⋯ 𝑎2𝑚

⋮
𝑎𝑛1    𝑎𝑛2 ⋯ 𝑎𝑛𝑚

] 
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• Square matrix: The number of rows equals the number of columns 𝑛 = 𝑚. 

 

           A = [

𝑎11    𝑎12 ⋯ 𝑎1𝑛

𝑎21    𝑎22 ⋯ 𝑎2𝑛

⋮
𝑎𝑛1    𝑎𝑛2 ⋯ 𝑎𝑛𝑛

] 

There are several types of square matrices: 

• Diagonal matrix: aij = 0 for i ≠ j. 

𝐴 = [

𝑎11    0 ⋯  0
0    𝑎22 ⋯  0

⋮
0    0 ⋯ 𝑎𝑛𝑛

]  

• Symmetric or antisymmetric matrix: 

✓ Symmetric if aij = aji   

✓ Antisymmetric if aij = -aji  

• Upper triangular matrix: aij = 0 for i > j 

𝐴 = [

𝑎11    𝑎12 ⋯ 𝑎1𝑛

0    𝑎22 ⋯ 𝑎2𝑛

⋮
0    0 ⋯ 𝑎𝑛𝑛

] 

• Lower triangular matrix: aij = 0 for i < j. 

𝐴 = [

𝑎11    0 ⋯  0
𝑎21    𝑎22 ⋯  0

⋮
𝑎𝑛1    𝑎𝑛2 ⋯ 𝑎𝑛𝑛

] 

• Singular matrix: 𝐴 matrix is singular if its determinant is zero. 

• Orthogonal matrix: A matrix 𝐴 is orthogonal if 𝐴−1 = 𝐴𝑇. 

• Positive definite matrix: A matrix 𝐴 is positive definite if the elements (aii) on the main diagonal 

are non-zero, even during Gaussian elimination. 

I.3 Special matrices 

• Transpose matrix: The transpose of a matrix 𝐴𝑇 is obtained by swapping its rows with its 

columns. 

• Conjugate matrix: The conjugate of matrix 𝐴  is denoted by 𝐴̅ , where the elements are 

conjugated. 

• Adjoint matrix: The adjoint of matrix 𝐴 is denoted by 𝐴∗ = 𝐴̅𝑇. 

• Hermitian matrix: A matrix is Hermitian if 𝐴 = 𝐴∗ 

• Dominant diagonal matrix: A matrix is said to have a dominant diagonal if |𝑎𝒊𝒊| ≥  ∑ |𝑎𝑖𝑗|𝑛
𝑗=1  

• Strongly dominant diagonal matrix: A matrix is strongly dominant if |𝑎𝒊𝒊| >  ∑ |𝑎𝑖𝑗|𝑛
𝑗=1 . 
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II. Operations on Matrices 

II.1 Sum and Difference of Matrices 

How should we define addition or subtraction of matrices? We take a clue from elementary two- and 

three-dimensional vectors, such as the type we would encounter in geometry or calculus. There, in order 

to add two vectors, one condition has to hold: the vectors have to be the same size. If they are the same 

size, we simply add the vectors coordinate by coordinate to obtain a new vector of the same size, which 

is what the following definition does. 

 

Notice that matrices must be the same size before we attempt to add them. We say that two such matrices 

or vectors are conformable for addition. 
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II.2 Multiplication by a Scalar 

The next arithmetic concept we want to explore is that of scalar multiplication. Once again, we take a 

clue from the elementary vectors, where the idea behind scalar multiplication is simply to “scale” a vector 

a certain amount by multiplying each of its coordinates by that amount, which is what the following 

definition says. 

 

Recall that the default scalars are real numbers, but they could also be complex numbers. 

 

II.3 Matrix Multiplication 

If 𝐴 has dimensions 𝑛 × 𝑚 and 𝐵 has dimensions 𝑚 × 𝑙, the matrix product 𝐶 = 𝐴 × 𝐵 is defined as a 

matrix of size 𝑛 × 𝑙, where: 

𝑐𝑖𝑗 =  ∑ 𝑎𝑖𝑘

𝑚

𝑘=1

𝑏𝑘𝑗  

Note: The condition for the existence of the matrix product 𝐴 × 𝐵 is that the number of columns in 𝐴 

equals the number of rows in 𝐵. 
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III. Determinant 

The determinant of a square matrix 𝐴 is a scalar, denoted 𝑑𝑒𝑡(𝐴), and is defined as: 

det(𝐴) =  |

𝑎11 𝑎12 … 𝑎1𝑛

𝑎21 𝑎22 … 𝑎2𝑛

⋮
𝑎𝑛1 𝑎𝑛2 … 𝑎𝑛𝑛

| 

III.1 Minor 

For a square matrix 𝐴 of order 𝑛, if we remove the 𝑖 − 𝑡ℎ row and the 𝑗 − 𝑡ℎ column, the determinant of 

the resulting matrix of order 𝑛 − 1  is called the minor associated with the element 𝑎𝑖𝑗 of matrix 𝐴 , 

denoted as 𝑚𝑖𝑗. 

                  𝐴 =  [

𝑎11 𝑎12 𝑎13

𝑎21 𝑎22 𝑎23

𝑎31 𝑎32 𝑎33

]           𝑚11 =  |
𝑎22 𝑎23

𝑎32 𝑎33
|     ;     𝑚12 =  |

𝑎21 𝑎23

𝑎31 𝑎33
| 
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III.2 Determinant Calculation 

 

Caution: The determinant of a matrix A is viewed as a scalar number, not a matrix. 

 

IV. Inverse Matrix 

The inverse of a matrix 𝐴, denoted 𝐴−1, is defined as the matrix such that: 

𝐴−1. 𝐴 =  𝐴. 𝐴−1  =  𝐼  𝑤ℎ𝑒𝑟𝑒 𝐼 𝑖𝑠 𝑡ℎ𝑒 𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑚𝑎𝑡𝑟𝑖𝑥. 
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Solution. All we have to do is check the definition. But remember that there are two multiplications to 

confirm. (We’ll show later that this isn’t necessary, but right now we are working strictly from the 

definition.) We have: 

 

and similarly. 

 

Therefore, the definition for inverse is satisfied, so that A and B work as inverses to each other.  

Of course not every square matrix is invertible: Consider, e.g., zero matrices. However it is sometimes 

not entirely obvious why a matrix should not be invertible 

IV.1 Laws of Inverses 

Here are some of the basic laws of inverse calculations. 
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Note IV.1. Observe that the 2/3 Rule reverses order when taking the inverse of a product. This should 

remind you of the operation of transposing a product. A common mistake is to forget to reverse the order. 

Secondly, notice that the cancellation law restores something that appeared to be lost when we first 

discussed matrices. Yes, we can cancel a common factor from both sides of an equation, but (1) the factor 

must be on the same side and (2) the factor must be an invertible matrix. 

Verification of Laws: Suppose that both B and C work as inverses to the matrix A. We will show that 

these matrices must be identical. The associative and identity laws of matrices yield 

B = BI = B(AC) = (BA)C = IC = C. 

Henceforth, we shall write A-1 for the unique (two-sided) inverse of the square matrix A, provided of 

course that there a Matrix Inverse Notation is an inverse at all (remember that existence of inverses is 

not a sure thing). The double inverse law is a matter of examining the definition of inverse: 

AA-1 = I = A-1A 

shows that A is an inverse matrix for A-1. Hence, (A−1)−1 = A. Now suppose that A and B are both 

invertible and of the same size. Using 

the laws of matrix arithmetic, we see that 

AB(B-1A-1) = A(BB-1) A-1 = AIA-1= AA-1= I 

and that 

(B-1A-1) AB = B-1(A-1A) B = B-1IB = B-1B = I. 

In other words, the matrix B-1A-1 works as an inverse for the matrix AB, which is what we wanted to 

show. We leave the remaining cases of the 2/3 Rule as an exercise. 

Suppose that c is nonzero and perform the calculation: 

(cA)(1/c) A-1 = (c/c) AA-1 = 1 · I = I 

A similar calculation on the other side shows that (cA)-1 = (1/c) A-1. Next, apply the transpose operator 

to the definition of inverse and use the law of transpose products to obtain that 

(A−1)T. AT = IT = 𝐼 = AT. (A−1)T 
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This shows that the definition of inverse is satisfied for (A−1)Trelative to AT , that is, that 

(A−1)T=(A−1)T, which is the inverse/transpose law. The same argument works with conjugate 

transpose in place of transpose. 

Next, if A is invertible and AB = AC, then multiply both sides of this equation on the left by A-1 to obtain 

that 

A-1(AB) = (A-1A) B = B = A-1 (AC) = (A-1A) C = C 

which is the cancellation that we want 

We can now extend the power notation to negative exponents. Let A be an invertible matrix and k a 

positive integer. Then we write Negative Matrix Power 

A-k = A-1A-1 · · · A-1. 

where the product is taken over k terms. 

The laws of exponents that we saw earlier can now be expressed for arbitrary integers, provided that A 

is invertible. Here is an example of how we can use the various laws of arithmetic and inverses to carry 

out an inverse calculation. 

Example. Let: 𝐴 = [
1 2 0
0 1 1
0 0 1

]. Show that (I - A)3 = 0 and use this to find A-1. 

 

Next, we do some symbolic algebra, using the laws of matrix arithmetic: 

0 = (I - A)3 = (I - A) (I2 - 2AI + A2) = I- 3A + 3A2 - A3. 

Subtract all terms involving A from both sides to obtain that 

3A - 3A2 + A3 = A · 3I - 3A2 + A3 = A (3I - 3A + A2) = I. 
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Since A (3I - 3A + A2) = (3I - 3A + A2)A, we see from definition of inverse that 

 

Notice that in the preceding example we were careful not to leave a “3” behind when we factored out A 

from 3A. The reason is that 3+3A+A2 makes no sense as a sum, since one term is a scalar and the other 

two are matrices. 

The inverse of a matrix 𝐴 can be calculated as: 

  𝐴−𝟏 =  
1

det (𝐴)
  𝐴𝑑𝑗(𝐴) 

where 𝐴𝑑𝑗(𝐴) is the transpose of the cofactor matrix 𝑆. 

The cofactor matrix 𝑆 of a square matrix 𝐴 is obtained by multiplying the minors by the sign matrix (or 

cofactor matrix). It is written as: 

𝑆 = [

𝑆11    𝑆12 ⋯ 𝑆1𝑛

𝑆21    𝑆22 ⋯ 𝑆2𝑛

⋮
𝑆𝑛1    𝑆𝑛2 ⋯ 𝑆𝑛𝑛

]          where 𝑆𝑖𝑗. is the cofactor of 𝑎𝑖𝑗. 
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V. Rank of a Matrix 

The rank of a matrix 𝐴, denoted 𝑟(𝐴) or 𝑟𝑔(𝐴), is the maximum number of linearly independent rows 

(or columns). 

rg(A) ≤ Inf(n,m) 

VI. Trace of a Matrix 

The trace of a square matrix 𝐴, denoted 𝑡𝑟(𝐴), is the sum of the elements on its main diagonal: 

𝑡𝑟 (𝐴) =  ∑ 𝑎𝑖𝑖

𝑛

𝑖=1

 

VII. Elementary Matrix Transformations 

VII.1 Definitions 

An elementary matrix transformation refers to one of the following operations on the rows (or 

columns) of a matrix: 

1. Swapping two rows (or columns) 

2. Multiplying a row (or column) by a scalar 

3. Adding 𝑑 times one row (or column) to another row (or column), where 𝑖 ≠ 𝑙 and 𝑑 is a scalar. 

VII.2 Perlis Elementary Operations 

Let 𝐼 be the identity matrix. The following matrices are elementary matrices of Perlis: 

• 𝐸𝑖𝑗 : Identity matrix 𝐼 with the 𝑖 − 𝑡ℎ and 𝑗 − 𝑡ℎ rows swapped. 

• 𝐸𝑖(𝑑): Identity matrix 𝐼 with the 𝑖 − 𝑡ℎ row multiplied by 𝑑. 

• 𝐸𝑖𝑙(𝑑): Identity matrix 𝐼 with 𝑑 times the l𝑗 − 𝑡ℎ row added to the 𝑖 − 𝑡ℎ row. 

The inverses of these matrices are: 

• 𝐸𝑖𝑗
−1 = 𝐸𝑖𝑗 

• 𝐸𝑖(𝑑)−1 = 𝐸𝑖(1/𝑑) 

• 𝐸𝑖𝑙(𝑑)−1 = 𝐸𝑖(−𝑑). 

VII.3 Elementary Transformations 
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Elementary transformations on a matrix 𝐴 can be reduced to the pre-multiplication of 𝐴 by one of the 

Perlis elementary matrices: 

• 𝐴1 = 𝐸𝑖𝑗⋅𝐴 swaps the 𝑖 − 𝑡ℎ and 𝑗 − 𝑡ℎ rows. 

• 𝐴2 = 𝐸𝑖(𝑑)⋅𝐴 multiplies the 𝑖 − 𝑡ℎ row of 𝐴 by 𝑑. 

• 𝐴3=𝐸𝑖(−𝑑).⋅𝐴 adds 𝑑 times the 𝑙 − 𝑡ℎ row of 𝐴 to the 𝑖 − 𝑡ℎ row. 


