CHAPTER 1

BANACH SPACES

In this chapter, we will give some generalities about abstract normed spaces, with examples,
and we will treat the case of finite-dimensional spaces. Some topological notions are added
in order to simplify comprehension and resolution of exercises in fifth and sixth semesters.

This will also be an opportunity to set certain notations.

1.1 Normed vector spaces

1.1.1 Norm

Definition 1.1.1. Let E be a real or complex vector space. A norm on E is an application,
most often denoted ||.||:

-]l : E— Ry = [0, 00|

having the following three propertics:

1. a) ||z 20 forallz € E and b)|||.r|] *O@I*Ol.‘

©

IAz]| = [Alllz]l | Yz € E,VA € K (homogeneity);

R

I+ yll < =]l + lyll.¥x,y € E_ (triangular incquality).
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If we delete 1) b), we say that ||.|| is a semi-norm. Note that then 2) nevertheless results

in [l0] =o0.

1.1.2 Norm proprieties
Proposition 1.1.1. The function € E v ||z € R, is continuous

Proof. Just use inequality | [|z]| — |lyll| < [l — yll. ]

From a norm, we obtain a distance on E by scttingl d(z,y) = |lz -yl I,

We then define the :

o Open balls : B (z,r) = {y € E:|lz —y| <}

e Closed balls : B(z,r) = {y € E;|lz —y|| < r},

which makes it possible to define a topology on E; a part A of E is open (and we also say
that A is an open sct of E) if for all z € A there exists a ball centered at r, of radius
r = ry > 0, contained in A. There is no need to specify whether it is an open ball or a closed
ball. Indeed, if A contains the closed ball B(x,r), it contains a fortiori the open ball B (z,r);
and, conversely, if A contains the open ball B (z,r), it contains the closed ball B(x,r’), for
all ¥ < r. Note that the empty set @ is an open set (since there is no r in A, the property
defining open set is trivially verified). The entire space E is clearly an open space. It follows
from the definition that any union of open parts is an open set. Any intersection of a finite
number of open sets is an open one. If x € 4 = Ay N---N Ay, and ?3 (z,re) C Apg, then

5 (x,r) C A, with r = min (ry,...,7,)

A part V containing the point g € E is a neighborhood of xp if it contains a ball (open
or closed) with center xp, and with radius r > 0.

A part is closed (we also say that it is closed set) if its complement is open. By comple-
mentarity, we obtain that @ and E are closed, that the intersection of any family of closed
sets is still closed one, as well as any union of a finite number of closed sets. If A C F is a

part of E, we call interior of A, and we write 2, or int(A), the largest open set contained in
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A (it is the union of all the open sets contained in A), and we call closure, of A the smallest
closed set containing A (it is the intersection of all closed sets containing A). We denote by A
the closure of A. We recall (it’s easy to see) that x € A if, and only if, there exists a sequence

of elements of A converging to x. We say that A is dense in E if A = E.

Proposition 1.1.2. Any open ball is an open set and any closed ball is a closed set.

Proof. 1) Let B (xo,m0) and let 0 < r < rg — ||z — zp|| > 0. For ||z — y|| € r, we have
ly— zoll < ly— zll + = — zol| < 7 + |}z — 20 < ro; therefore B(z,r) CB (z0, ).
2) Let £ ¢ B(zp,rp) and let 0 < r < ||z — x| — rg . Since, if ||y — z]] < r, we have

ly— zoll = llzo— =l - llx - yll = llzo— zll - r > ro, then B(z,r) C [B(xo, o))" o

Remarks.

(i) Closed subsets are important while studying the solution of equation, where one looks
for approximate solutions by constructing sequences of approximations, of all which belong
to a set Y of functions with certain properties. If Y is a closed set and if the sequence is
convergent, the limit also belongs to Y, giving a convergent sequence of approximations in
the solution set Y.

(ii) It is clear that Y ¢ Y, and Y =Y if and only if Y is closed.

All the preceding topological notions do not involve the fact that E is a vector space, nor
that the distance is defined from a norm; they are therefore valid in any metric space. On
the other hand, we have a specific property in normed spaces, which justifies the notation of
open balls: the interior of B(r,r) is the open ball B (z,7) and the closure of the open ball

B (z,r) is the closed ball B(x,r) (see below).

Definition 1.1.2. When a vector space E is endowed with a norm and the topology associated

with this norm, ws say that it is a normed vector space, or, more simply, a normed space.

Notation. We will denote by By the closed ball B(0,1) with center 0 and radius 1.

We will say that it is the unit ball of E.

-~
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Proposition 1.1.3. If E is a normed space, then the mapping:

+: ExXE—-E and KxE—-E

(ry)—=z+y (A,x) = Az

are confinuous.

Definition 1.1.8. Let E be a real or complex vector space, provided with a topology. We say

that E is a topological vector space (t.v.s) if the maps:

+: ExE-SE and KxE—-E

(r,y)—=x+y (A, z) = Az

are confinuous.
We say that a topological vector space is locally conver space (l.c.s), if every point has a

base of convex neighborhoods.

Balls are convex, and any normed space is a (t.v.s) locally convex.

Corollary 1.1.1. The translations:

Ta: E—E (acE)

z—zI+a

and the dilations:
hy: E—E (A eK)
T+ Az
are confinuous. These are homeomorphisms (if A # 0 for dilations).
Corollary 1.1.2. All closed balls of radius r > 0 are homeomorphic to each other, therefore

to Bg. All open balls of radius r > 0 are homeomorphic to each other.
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Corollary 1.1.8. The closure of the open ball B (x,7) is the closed ball B(z,r) and the

interior of the closed ball B(x,r) is the open ball B (z,7) .

Proof. 1) The closure of the open ball is obviously contained in the closed ball, since the
latter is closed in E. Conversely, if y € B(z,r), we have
Yn = %r =T (l— %)y eé (z,r)cnr"z— [%14— (l - %)q]" = (l— %) Il —yll < r; as

o
y = limpn—o0 Yn, we obtain y € B (z,7).

2) Being open in E, the open ball is contained in the interior of the closed ball. To show
the reverse inclusion, show that if ¥ is not in the open ball, then no ball B(y, p) of center y
and radius p > 0 is contained in B(z,r). But if y is not in B (z,r), then we have |ly — z|| > r.
For all p > 0, the vector z = y+1-;%-(y—z) is in B(y, p), since ||z — y|| = W%Tlly—z“ =p,
but is not in B(z,r), because ||z —z|| = ||y+m(y— z)—zl = (l +ﬁ) ly—=z|| =
(l+ﬁ)r>r.Soy'u;notinthcintctiorofB(z,r). O

Corollary 1.1.4. If F is a vector subspace of E, then its closure F is a vector subspace too.

Proof. Let be x,y € F and a,b € K. There exist z,,y, € F such that z, e and
Yn —2 y. By Proposition 1.4.1, we have ar+ by = limn-oc (azn + byn); and as azn +byn € F,
we obtain az + by € F. O

1.1.3 Some common examples

Spaces of sequences

1) a) It is immediate to see that if we put, for z = (r1,...,n) e K" :

l=lls = |=4] + - - - + |zal

Izlloc = max {|z4],...,|zal}

Then ||.]l; and ||.||oc are two norms on K"
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We note £ = (K™, |.|1) and £ = (K", |.|o).

b) If p is an real number that satifies 1 < p < 0o, a norm on R" is obtained when we put:

n 1/p
I=l, - (> lz.l')
-1

We note & = (K™, |.|). Only triangular inequality:

n i/p n 1/p n 1/p
Zlnml’) s(zw) +(z|y..|') ,
il 1 1

called Minkowski inequality, is not obvious; it can be demonstrated as follows: By convexity

of the function t € Ry w5 t?, we have [au + (1 —a)vfP € av? 4 (1 —a)P f 0 < a £ | and

_ |zl = ligll _ =l — Jdwl (s
u,v ?0, Talvca = m‘:(wch th&t l—Q B -n;l—’%-l: ).u = mi:andv_ “5‘1: (lf
|||l = 0 or |lyllp = 0. the result is abvious). By summing, we get

1 n
mzum +|w]) <1,

k-1

which gives the result, since |zg + yi| < |ze| + || forall k= 1,... n.

A very useful inequality is the Holder's inequality . Recall that if 1 < p < oo, the

conjugate exponent of p is the number g satisfying Explicitly, H. We

have 1 < g < oo, and p is the conjugate exponent of q. They are also linked by the equality

I(p—l)(q— 1) = li Hélder’s inequality is then stated as follows if 1 < p < oo and q is the

conjugate exponent of p, then, for all z1,...,zn, y1, ..., yn € K, we have:

n n i/p /n 1/q
W T ml’) 5 |u.|°)
k-1 -1 -1

If p = 2, then g = 2: this is the Cauchy-Schwarz inequality (due, in this form, to Cauchy

in 1821).

To show Hélder’s inequality, we start from the inequality ab < % i+ %, for a,b > 0 (this is
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a consequence of the convexity of the function t € R+ ++ £ and of the fact that its derivative
t +» tP~! is the reciprocal (or inverse) of the derivative ¢ s t97! of t = %, as we can see it
just as simply, for example by studying the variations of the function t +» % + % —&); we
apply it with a = 'Illiﬁl: and b = T'#% (we can assume ||z]|p > 0 and ||yl > 0 ), and we add
up. We obtain m Shot |Tewe < 24 % = 1, hence Holder's inequality.

2) These examples generalize to infinite dimension.

a)Let:

€ = {I - (In)n}l € KN.;"mn-tcoIn - 0}

and:

b = {z = (Zn)na1 € KN';(xp), is bounded } =

we provide them with the norm defined by:

|"1'"oo = SUPgny IInII-

b) for 1 < p < 0o, we set:

x
l, = {I = (I’l)n;l € Kh": Z II"Ip < +m}

n-1

it is provided with the norm defined by:

Izl = (3 lzal)*
ne-1

The fact that £, is a vector subspace of the space of sequences, and that |||, , i.e. a norm

on £p is deduced from the Minkowski inequality (obvious when p = 1) generalized as follows:

o i/p ac 1/p co 1/p
(s wp) < (Stanp) + (Siwr)
n-1 n-1 L e

For all xy,x5,...,y1,y2,... € K. We obtain it from the previous one by making the

' 1
number of terms tend towards infinity: for all N = 1, we have: (22_1 |zn + y..[’) /’ <
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1/p i/p
(EXalzaP) ™ + (SN loal) ™ € (221 [2alP) P 4 (221 [90]") 7
Hélder’s inequality is generalized in the same way. If 1 < p < oo and if g is the conjugate

exponent of p, we have:

3 beasel € (..i |zu|') % @, Iynl')l/q.

In particular, when z = (zn)n € € and y = (yn)n € &g, we have zy € £ and ||zy||1 < ||z||p|lylle

The spaces £, are in fact special cases of the Lebesgue spaces LP(m), whose definition we

will recall below, corresponding to the counting measure on N* .

Function spaces

1) a) Let A be a set and let the space %3(A) be the space (which we also note £,.(A4) If we
want to focus on the "family of elements’ aspect) of functions bounded on A, with values in
K =R or C. If we set:

(171 = 5P e 7@}

Then we have a norm, called the uniform norm. The topology associated with this norm is
the topology of uniform convergence; indeed, it is clear that || f, — f|l_ = 0 if and only if
(fa)n converges uniformly on A to f .

b) Let K be a compact space and the space of continuous functions on K (with
scalar valucs). Any continuous function on a compact being bounded, ¥(K) is a vector
subspace of F(K). It is usually provided with the induced norm || fllac = supeg | f()].

Note that, when K = [0, 1], for example, we can also provide ¥'([0,1]) with the norm
defined by:

= [ ol

that verifies | f|; < |f|a -

¢) On the space ¥([0,1]) of functions k times continuously derivable on [0, 1], the norm

12
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can be set ax fellown:

AN = max {1 o 15 N -+ /@ }

2) Lebesgue spaces.
Let (S,.%,m) be n measured space; for | < p < 0o, we denote the space of all

measurable functions f: 8+ K « R or C such that :

/s |f(t)Pdm(t) < +oo,

and we put:

4
1l = ([ 17@Pdm)”|

Note that || f|l, = 0 if and only f = 0 m-almost everywhere.

Theorem 1.1.1 ( Minkowki Inequality ). Set | < p < 0. for f,g € £"(m), we have the
Minkowki Inecquality :

(foir+ aam)™ < (f1nram) ™+ (. toram) ™

1t follows that 2%(m) is a vector subspace of the space of measurable functions and that |.||,,

is a semi-norm on £%(m). For p = 1, the inequality is obvious.

Proof. 'The proof is the same as for the sequences. We place ourselves in the case p > 1,
We ean assume || f||p > 0 and [|gllp > 0(because otherwise f = 0 m-a.c. and then f | g

g meae, or ¢ = 0 meae and then f 4 g = m-ne). We apply the convexity inequality
[ou+(1-a)vl’ € au? + (1 - a)e® with a = || fll,/ (I/llp + lglly) € [0, 1], u = |f(®)|/]If]l and
v = g(©)l/lgl- Sinco oIl = (1~ a)/lgls = 1/ (1fls + lgls), wo have (fpititil)” <
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We note £ = (K™, |.|y) and €2, = (K™, |.|oo)-

b) If p is an real number that satifies 1 < p < oo, a norm on R" is obtained when we put:

n 1/p
Il = (3 mlv)
=]

We note £ = (K", |.|5). Only triangular inequality:

1/p

n 1/p n n 1/p
Zln+y=|") < Zlnl’) + Zlul’) .
=1 =] =]

called Minkowski inequality, is not obvious:; it can be demonstrated as follows: By convexity

of the function t € R+ — tP, we have [au + (1 —a)vfP < auP + (1 —a)r? if 0 < a < 1 and
- lll, i e Iyl — =l _ el

u,v?O.Takeﬂ—m:(suChthat] Q_M),u_ﬂj:andv_ﬁﬁ:(lf

|z, = 0 or |lyl|, = 0, the result is abvious). By summing, we get

1 < i
Wl + Tl o (o + ) < 1.

which gives the result, since |zx + y| < |zi| + |w| forall k= 1,... n.
A very useful inequality is the Holder’s inequality . Recall that if 1 < p < oo, the

conjugate exponent of p is the number ¢ satisfying % + % = 1| Explicitly, . We

have 1 < g < oo, and p is the conjugate exponent of q. They are also linked by the equality

|(p -1)(g-1)= 1|. Hélder’s inequality is then stated as follows if 1 < p < oo and ¢ is the

conjugate exponent of p, then, for all z,,...,z,,y1,..., ¥ € K, we have:

1/q

n n 1/p n
3 mwl < (Y2 Il’kl”) >, l!&l")
k=1 =] =]

If p = 2, then g = 2: thisis the Cauchy-Schwarz inequality (due, in this form, to Cauchy

in 1821).

To show Hélder's inequality, we start from the inequality ab < °—; + %, for a,b > 0 (this is

10
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a consequence of the convexity of the functiont € R« % and of the fact that its derivative
t +» tP~1 is the reciprocal (or inverse) of the derivative ¢+ t97! of t = %. as we can see it
just as simply, for example by studying the variations of the function t % + %’- —bt); we
apply it with a = TEﬁ'; and b = T{ﬁl— (we can assume ||z]p > 0 and ||y|lg > 0 ), and we add
up. We obtain ﬂr—l;lT;qu- Ykt |zewe| < £+ £ = 1, hence Halder's inequality.

2) These examples generalize to infinite dimension.

a)Let:

Q = {I = (In)n;l € KN.;]imnﬂooIn - 0}

and:

foo = {% = (Ta)nz1 € KN'; (), is bounded } |

we provide them with the norm defined by:

|||1||ao = SUPp>y |In||-

b) for 1 < p < oo, we set:

o0
6 - {z ~ (Znduns €KV Y [P < +oo}

n-—1

it is provided with the norm defined by:

Izl = (3 |zal)*
n-1

The fact that £, is a vector subspace of the space of sequences, and that |||, , i.e. a norm

on £y is deduced from the Minkowski inequality (obvious when p = 1) generalized as follows:

ac 1/p oc 1/p oo 1/p
(z lz + ynl") < (z |z..|’) + (z: |yn|') ,
LT | A1 U |

For all xy,x3,...,y1,¥2,... € K. We obtain it from the previous one by making the

' 1
number of terms tend towards infinity: for all N = 1, we have: (Eﬁ_, |£n + y,.l") /P <

11
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i/p i/p
(A 1=al) ™ + (S o) < (T2 [2alP) P + (5324 [9a7) 7
Hélder's inequality is generalized in the same way. If 1 < p < oo and if q is the conjugate

exponent of p, we have:

3 bratel € (f: |zn|’) | @ w) .

ne-1 -1

In particular, when z = (zn)n € fand y = (ya)n € &g, we have ry € 1 and [lzy]s < |zllle

The spaces £, are in fact special cases of the Lebesgue spaces L7(m), whose definition we

will recall below, corresponding to the counting measure on N* .

Function spaces

1) a) Let A be a set and let the space %,(A) be the space (which we also note £,,(A) If we
want to focus on the family of elements’ aspect) of functions bounded on A, with values in

K =R or C. If we set:

[1f e = sup~calf(=)I}

Then we have a norm, called the uniform norm. The topology associated with this norm is
the topology of uniform convergence; indeed, it is clear that || f, — f| =3 0 if and only if
(fn)n converges uniformly on A to f .

b) Let K be a compact spnccandthcspsmofoontinuom functions on K (with
scalar values). Any continuons function on a compact being bounded, #@(K) is a vector
subspace of F(K). It is usually provided with the induced norm || f||c = sup,c; |f()]-

Note that, when K = [0, 1], for example, we can also provide ¥([0, 1]) with the norm
defined by:

= [ 17

that verifies |f]y < |floc -

¢) On the space ¥([0, 1)) of functions k times continuously derivable on [0, 1], the norm

12
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can be set as fellown:
1A = max {Il fllocs 1 oo - - £}

2) Lebesgue spaces.
Let (S,.%,m) be a measured space; for 1 < p < oo,wcdcnotcthcspaccofall

measurable functions f: S+ K = R or C such that :

[ 15@pdm(e) < +oe,
S

and we put:

151 = ( [/ 15@Pam(0)" |

Note that || f||, = 0 if and only f = 0 m-almost everywhere.

Theorem 1.1.1 ( Minkowki Inequality ). Set 1 < p < co. for f,g € #P(m), we have the
Minkowki Inequality :

(fir+ram)” < ([[15Pam)™" & ([ lgiam) ™"

It follows that #%(m) is a vector subspace of the space of measurable functions and that |||,

is a semi-norm on #%(m). For p = 1, the inequality is obvious.

Proof. The proof is the same as for the sequences. We place ourselves in the case p > 1.
We can assume || f|p > 0 and ||g]lp > O(because otherwise f = 0 m-a.e. and then f 4 g =
g m-ae, or ¢ = 0 m-ae and then f + ¢ = m-ae). We apply the convexity inequality
lau+(1-a)vl € aw? +(1-a)e? with a = || fll/ (Ifll» + lgllp) € [0,1], w = |f(t)|/| f]|p and
v = 19®)l/lgls- Since afIflp = (1 - a)/lglls = 1/ (Il + lglly). we have (RLLiEel)”

13
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Tﬁlf'f(‘)l’ + ﬁ';ﬁlg(l)P. hence, by integrating:

(0L + lo(0)) o 1-a
W Blrem® < gz L1 @Pim© + 5= [ loPam(e)

s (I£l> + lgll=)” 71>
=a+(l-a)=1
this gives the rosult since |£(¢) + 9(2)] < |7(0)] + l9(0)] o

We saw that |.||, , is not a norm in general, since || f||, = 0 if and only f = 0 m-almost

everywhere. If.4” denotes the space of measurable functions f : S+ K null m-almost every-

where, the quotient space |L?(m) = #?(m)/.# | is then normed if we set || f]|, = || f]l,-
P P

In practice, we will not distinguish between the function and its m-equivalence class almost
everywhere f, and we will therefore write f € LP(m) instead of f € #”(m). However, some-
times one have to be careful, especially when handling non-countable quantities of functions.
This distinction may already occur for questions of measurability. We can also see this in the
following example:

Let % be the set of all finite parts of [0, 1]; for all A € %, we have, in terms of the Lebesgue
measure, 14 = 0 a.c.; so 14 = 0. But, on the other hand, suppesla(z) =1 forall z € [0,1];
so (suppexla) = 1.

As mentionned for sequences, Holder's inequality is very useful.

Theorem 1.1.2 (Hélder Inequality). If 1 < p < co and if q is the conjugaie exponent of p,

then we have, for f € #7(m)and g € mathserL9(m), Holder’s inequality:

[isaPam ([, |f|”dm)'/’ ([ loPam) r

For p = q = 2, we call it Cauchy-Schwarz inequality:

[i1soam < ([ 1sPam) " ([, lafam)"

if f,g € #?*(m). (It was demonstrated by Bouniakowski in 1859 and re-proven by Schwarz

in 1885; it generalizes the inequality for sums demonstrated by Cauchy). It is demonstrated

14
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in the same way as for sums, by integrating instead of adding.

Proof. We can assume ||f|l, > 0 et |[g]l; > 0 because otherwise f = 0 m — a.c. or g =0
m — a.e., and then fg = Om — a.e. We use the inequality ab < 9’: + %- with a = |f(t)|/|| fll»
and b = |g(t)|/|lgllq- By integrating, we obtain:

|f(t)g(®)]

s 1 lslale ™

11 1f0P
pts |5l

am)+ L [ 18OF

qJs lgll3

1
dm(t) ==+ - =1
(t) -

1
q
hence the result. [m]

As an application we have the following result.
Proposition 1.1.4. Let (S,.%#,m)be a measured space of finite measure. Then, for
1 < py < pa < 00, we have P2 (m) C L% (m) C £ 1(m). Morcover if m(S) =1 (i.c. m is

a probability measure), then ||l < ||fllp, < | fllp; for all f € £72(m).

Proof. We can assume py < p; Let p = g-l’-. As p > 1, we can use Holder's inequality:

[ispam s (foisam) " (fLaspyam)” = pmisyse ([ 15am) "

hence ||fllpy < (m(S)F 72 |l

The second inclusion is obtained by replacing p; by p;y and taking py = 1. O
Remark 1. On the contrary, for spaces £, we have the opposite inclusions;

for 1 < py < pp < co:

&6 Clp Clp, C oo Cboo.

In addition, ||z < ||zllpz < ||zllp: < =]l for allz € & .
Indeed, if r € £, | ;.";,|I,.|”<+oo;aoz,.n::°0.
Moreover, for alln > 1, |zq| < (532, |a)'/%2 = ||z||p,; therefore
zllec = suppyylznl < |Izllp,- Now, if £ € &, is not zero, let's set ¥ = zf|z|p,. We

have |||, = 1, that is to say 300, |£,”* = 1. It follows that |z, "' < 1, and therefore
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|Za]l €1, foralln = 1. Then, for alln = 1, |2, < |2,|", since p2 = p1. It follows that

Tt |2 € Epes [mnl™ = 1, that is, ¥y |zal™ < ||2l7}. So x € &, and [|zllp, < ||z]p, -

Remark 2. On the other hand, it is imporiant to note fhatl #"(R) ¢ _sm(n)|for all

PEp2-

Indeed, if p1 < p2, the function defined by f(t) = 1/t'/72 for 0 < t < 1, and by f(t) = 0
elsewhere, is in P (R) because py/pz < 1, but not in #P*(R). If py > pz, then the function
defined by f(t) = 1/tY7 fort = 1, and f(t) = 0 for t < 1, is in P! (R) because this time

pi/p2 > 1, but is not in £72(R).

1.1.4 Equivalent norms

Definition 1.1.4. Let E be a vector space with two norms ||.|| and |||.||| . We say that |||.|||is

finer than ||.||( and that ||.|| is less fine than |||.|||) if it exists a constant K > 0 such that:

I=ll < Kll|=lll. ¥zekE.

This is equivalent to saying that the identity application:

dg; = (E, [|I-1) - (&, ]I-1)

is confinuous.

This is still equivalent to saying that:

By (0,r/K) C By (0,r);

the balls for |||.||| are therefore "smaller” than the balls for ||.||: they separate the points better;
more precisely, the topology defined by |||.|l| is finer than that defined by ||.|| (there are more

open sets).

Exemple. In ([0, 1]), the norm ||.||» is finer than the norm ||.|;.

16
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Definition 1.1.5. We say that two norms ||.|| and |||.||| on the vector space E are equivalent

if there exist two constants Ky, K2 > 0 such that:
Ki|z|| < |||=ll| = K2|lz]|, VzeE.

In other words, each is thinner than the other.

This amounts to saying that the identity application I carries out an isomorphism
of E on itself (or rather of E equipped with ||.|| on E equipped with |||.||| ). This also means
that ||.||and |||.|||. define the same topology on E.

Exemples.

1) In K" the norms ||.||p for 1 < p < oo are equivalent:

Izllee < ll=llp < Izlls < nliz]l.

We will see that in fact all the norms on K" are equivalent to each other.

2) In ¥([0,1]), the norms ||.|| and ||z||; are not equivalent.

1.2 Banach spaces

1.2.1 Cauchy sequences

Definition 1.2.1. A sequence (1 )i of elemenis of a normed space E is called a Cauchy

sequence if:
(Ve>0) 3N 21) klI2N = |ne—x<e.

Any convergent sequence is Cauchy sequence.

Definition 1.2.2. We say that a normed space is complete if every Cauchy

sequence is convergent. We call Banach space any complete normed space.

Exemples.

17
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a) It is immediate to see that £ = ((K)", ||.||p) is complete for 1 < p < infty.
b) The spaces cp and &, for 1 < p < co are complete .

¢) (¥(K),|-||=) is complete: any uniformly Cauchy sequence is uniformly convergent,
and if they are continuous, the limit is continuous too.

On the other hand, (4([0,1]), |l.||1) is not complete.
d) (€%([0,1]), ]l-ll-c) is not complete for k > 1, but (€*([0,1]), ||.]|®) is complete.

¢) Lebesgue spaces are complete. This is the subject of the following theorem.

Theorem 1.2.1 (Ricsz-Fisher theorem ). For any measured space (S, 9, m), and

for 1 < p < oo, the space LP(m) is a Banach space.
E. Fisher et. F. Riesz actually demonstrated, independently, in 1907 that L2([0,1)) is

isomorphic to £2; this essentially relies on the fact that L%([0, 1]) is complete (sce Chapter 2
on Hilbert spaces); this is why we give the name Riesz-Fisher to this theorem, proven in fact,
for L7([0,1]) and 1 < p < oo, by F. Riesz in 1910 (and to distinguish it from the many other
theorems due to F. Riesz).

proof of lemma. Let (F,), be a Cauchy sequence in L”(m). Let's choose a representative
fn € £P(m) de F,.

a) As the sequence is Cauchy, we can construct a subsequence (fy,, ); with (ny <nz < ...)
such that:

1
"f"kn - fn,,"’ < = Yk = 1.

Let’s put:
S = Ef—l |!"nl - f’l,l
[ Z;f-l |fn,u - fn,l

These functions are measurable and we have:

k k k
lael, <3 Ul #m0s = s, = b3 I = s, < zg <1,

18
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Fatou's Lemma, applied to the sequence (gf)km, gives:

s — lim i P
/sg’dm Qlﬂgf‘/sg:dm—h:n_’gfﬂgk“pg L.

The function g is therefore integrable. In particular it is finished almost everywhere;
g0 g too. This means that the series 3. (fay s (t) — fni(t)) converges absolutely, for

almost all t € S.

Hence, let’s put:

Jn(t) + 024 (!m.n(‘) — fae(t)) sig(t) < +oo
0 otherwise

fie)=

Then f is measurable and:
flt) = hl;x::o],,*(t) Vt € S almost everywhere .

b) It remains to be scen that the sequence is from cauchy, there exists an integer N > 1
such that:

nkaN = “fn—fk“p SE.
For k = N, Fatou's Lemma gives:
/ |f = fulP dm < lix_ninf/ |j,., - f,,|’dm < €.
S e Js
We first deduce that (f — fi) € £P(m), therefore that f = (f — fi) + fi € ZP(m);

and then, since € > 0 is arbitrary, that limg o [|f — fiell, = 0.

¢) Finally, if we write F' € LP(m) for the m-almost everywhere equivalence class of f, we

have limg_, || F — Filp = limgyo || f — fiell, = 0.

Remark. It is worth mentioning that the following underlined and very important result
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has been demonstrated (we will no longer make a distinction between a function and its

equivalence class almost everywhere ):
Theorem 1.2.2. If fn"_’x w3 f in LP(m), with | < p < oo, then we can extract a

sub- sequence (fy, ), which converges almost everywhere to f.
Remarks. a) It's possible that the sequence itself will not converge anywhere. For example,

on S =|0,1], i.e. fnzl]?'.,'?‘}] whenn=2¢ 4105152 1:

Hence, ||fall, = 57'7 for 2 < n < 2¥¥1 _ 1; it fellows that, f, frer.} 0 in L7([0,1]), but
for no t €]0.1 [, the sequence (fn(t)),, is convergent. However, the sub-sequence (fai)go0. for
example, pointwise convergences a.c.

b) It may be noted that ¥—1,1] is not a closed subspace in Lp[—1,1].
¢) The space ¥(Q2) is a dense subspace of L(£).
d) The set of all polynomials is dense in L2((2).

1.3 Normed finite-dimensional vector spaces

1.3.1 Equivalence of norms

Theorem 1.3.1. On a finite-dimensional vector space, all norms are equivalent to

ecach other.

Proof. 1) Let ||.]| be an arbitrary norm on E. We will show that it is equivalent to a

particular norm on E, so that, by transitivity, two arbitrary norms will be equivalent.

2) Let {e1,...,en} beabase of E. If z = Y1, &ex, we set:

= | I = max {[&],.... ¢} -

S
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Thus, (E, || - I} is isometric to (K, || - [lac) = £5(K), by the application

V: K*— FE

a=(a,,...,a,.) ‘—’V(€)=Z¢b¢k-
k=1

We also have:

Il < 3l < (3l ) - e bl = Kl
-1

k-1

This means that the identity mapping idg: : (E,|||.]||) = (E,] - ||) is continuous . So,

the application:
N: (Bl — R+

z+— ||

is also continuous, by the Proposition 1.1.1

Or:

Sp={a=(ay,...,an) €K% lafloc = 1}.

It is a closed and bounded, therefore compact, part of K™ (note that the norm || - ||

defines the usual topology on K™ ). so :
§={zcEl=ll| =1}

is a compact part of (£, |][) (by isometry: S = V(Sx) ).

It follows that there exists xp € S such that ||xo|| = N (20) = infzes N(z) = infees ||z]|.

Since gy # 0 (since ||||xo]l = 1), we have ¢ = ||zg|| > 0. It means that :

(VxeS) |z]| ze
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By homogeneity (for all x £ 0,7 = z/|||z]| € S), we obtain:

(vzeE) |zl = cll<|l.

This was to be demonstrated.

Remark. In passing, we showed:
Corollary 1.3.1. Any finite-dimensional normed space n is isomorphic to K",

equiped with one of its usual norms.

It follows:
Corollary 1.3.2. If E is a finite-dimensional normed space, its bounded closed parts

are compact.

Corollary 1.3.8. 1) Any finite-dimensional normed space is complete.

2) Any vector subspace of finite dimension in a normed space is closed in this
space.

3) IfE is a finite-dimensional normed space, then any linear mappingT : E — F

in an arbitrary normed space F' is continuous.

Proof. 1) follows immediately from the Corollary 1.3.1, and 2) from the fact that everything
under complete space is closed. For 3), it suffices to notice that if ey, .. ., €, is a base of E, and
|l|-]l] the associated norm as in the proof of the Theorem 1.3.1, then, for £ = Y ¢, ape € E,
we have:

IT@)lr < (.Z Ir (ck)u,-) max|a| = C | Jz] < CK =l

-1

since |||.||| and |.||z are equivalent. m]

We will be careful, on the other hand, that if it is the arrival space which is of finite
dimension, continuity is not automatic (since there exist non-continuous linear forms, if E is

of infinite dimension.

]
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1.3.2 Compactness of the balls

We have seen in the proof of Theorem 1.3.1 that the essential point (via the Corollary 1.3.2)
is that the closed bounded parts of a finite-dimensional normed space are compact. Note
that it is equivalent to saying that all closed balls are compact. We will see that this actually

only happens in finite dimension.

Theorem 1.8.2 (Riesz Theorem, 1918). If a normed space E has a compact ball

B(z,,r), of radius r > 0, then it is of finite dimension.

We deduce that in an infinite dimensional space, the compacts are "very thin":

Corollary 1.3.4. If E is a normed space of infinite dimension, then every compact

of E has an empty interior.

Indeed, if K is a non-empty interior compact, it contains a closed ball of radius r > 0,

which is therefore compact, and therefore E is of finite dimension.

Note that if a ball is compact, it is necessarily a closed ball. On the other hand, if a ball,
of radius r > 0, is compact, then all closed balls are, since they are homeomorphic to each
other (those of zero radius being compact anyway). It is therefore sufficient to show that if
E is of infinite dimension, then its unit ball By is not compact. To do this, we will use a

lemma.

Lemma 1.8.1 (Riesz's lemma). Let F be a closed vector subspace of a normed space E,
which is not an entire E. Then, for any number § such that 0 < § < 1, there exists z € E
such that:
=]l =1
dist(z, F) 2 1-6
Let’s remember that :

dist(x,F) = inf |z y.

If F is of finite dimension, an argument of compactness makes it possible to show that in fact

we can choose such a x € E, of norm 1, with dist (z, F) = 1, but we won't need it. In the
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case of the Euclidean space (R", || - ||2), it suffices to take r of norm 1 and orthogonal a F
(because then, for all y € F, we have ||z — y||3 = ||z]}3 + ||y||3, by the Pythagorean Theorem;
therefore dist (x, F) 2 ||z]l2 = 1, hence the equality because |z|| = dist (z,F), since 0 € F ).
This is why this lemma is sometimes called the Quasi-Perpendicular Lemma.

proof of Riesz Theorem. Let E be a normed space of infinite dimension. Let’s set a
number & €0, 1],; for example § = 3.
Let us start from a 1 € E, of norm 1, and take for F' the vector subspace F} generated by
xy. As it is of dimension 1, it is closed, and is not equal to | since E is of infinite dimension.

The lemma gives a 13 € E, of norm 1 such that:

3] -

lx2 — z1|| = dist(x2, Fy) =

Let us then take for F' the vector subspace I, generated by ry and x3 . It is of dimension 2
(because 2 ¢ F1), and is therefore closed, and different from E; there therefore exists r3 € E,

of norm 1 such that:

llxa — xyllet|lxa — x2|| = dist(xa, F2) > 3.

As E is of infinite dimension, we can iterate the process indefinitely. We obtain a sequence

(zi)i>1 of vectors of norm 1 such that:

, VEk#L

o] -

Iz — =l =

This sequence cannot have any convergent subsequence. As it is contained in the unit ball of
E, this ball is not compact. B
Remark. We have in fact demonstrated a little more than what was stated, namely that if
E is of infinite dimension, its unit sphere Sk is not compact (note that Sk is closed in Br;
so if By is compact, so is Sg).

proof of lemma. Like F' £ E | we can find g € E such that 2o € F. As F is closed, we
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have:

d = dist(xo,F) > 0.

As 0 < § < 1, we have 125 > d and we can therefore find a yp € F such that |lzo—w| < U%‘f'

All that remains is to "correct’ r, by yp and to normalize this vector: let r = I:ZW s it is

indeed a vector of norm 1 and, like yo + ||x0 — ylly € F,
we have :
1
Iz - yll = 7—— ll(xo — w) =l zo — wllvll
EErh

1 d

2 —dist (9. F) = —— = 1 -4,
—wl =R = 55

forallyc F. m

1.4 Linear mappings

For linear mapings, we have a very simple and very useful criterion of continuity.
Proposition 1.4.1. Let (E,||.|r) and (F.|.|lr) be fwo normed spaces and let T :

E +s F be a linear map. ThenT is continuous if and only if there exists a constant

K > 0 such that:

(I7@)lx < Klizle, ¥z cE.|

Proof. 1t is clear that this property causes the continuity of T because we have, thanks to
linearity:

IT(z) - T(y)llr < Kllz - ylle, ¥z,ye€E;

T is therefore even Lipschitzian.

Conversely, if T is continuous at 0, we have, by definition:
(BK>0) |ly-0le=|yle <1/K =|T)lr=IT(y)-TO)r <1

For all r € E, non-zero, let y = 'RTIETT,?I; we have [yl = 1/K and the implication above
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gives, thanks to the homogeneity of T and the norm:

1
——||T ()] g = 1,
Kiln Il

hence ||T(z)|lp < K||z||. As this inequality is obviously true for x = 0, this shows Proposi-

tion 1.4.1 .

IT@)l e
£

We therefore have sup, < +00. The following proposition is then obvious: 0O

Proposition 1.4.2. let T : E — F be a continuous linecar mapping. If we put

I (=)l
IT|| = sup, o “ert |, then:

(T@Ir < ITlzle, VzeE

|IT|| is therefore the smallest constant K = 0 appearing in the Propositionl 4.1.
Proposition 1.4.3. We also have

|||T|| = 8up|z1,.<1 [T(z)lF = suppy, -1 IT(x )"F-I

Proof. Let's call S the first expression and Sy the next one. We of course have Sy < S, and
also § < ||T|| , since |T(z)||lr < |IT|| if |lz]le < 1, by definition of |T'|| . It remains to be
seen that |T|| < Sy; but :

T ()l z
== BUP ———— s T . S slv
=T — VGl
Because TH’TT is of norm 1. A

Proposition 1.4.4. Let #(E,F) be the space of all continuous linear mappings of E in F.
The mapping T v ||T|| is a norm on #(E,F), called the operator norm.

If F is complete, so is #(E,F).

Proof. The fact that this is a norm is easy to verify.

Let F be complete, and let (T, ), be a Cauchy sequence in #(E, F'). Then, forall z € E,
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the sequence (Tn(x))n, is Cauchy in F, by virtue of the inequality:
ITa(z) = Te(z)lr < |Tn - Tellllzle, (L.1)

It therefore converges to an element T'(x) € F. It is easy to see that then T : E — F is lincar.

It is continuous because:

ITz|lr = lim ||Tazly < limsup [Ta]l |zl < (“ll’ IITnII) l=lle
n-»0 na

and because (supy,. [|[Ta]|) < +oc since any Cauchy sequence is bounded. Finally, by making

k tend towards infinity in 1.1, we obtain:

ITa(z) - T@)l 5 < (limp T, - nn) e

when n tends to infinity, since (Th),, is Cauchy. So (Th),, converges to T for the operator

norm.

In particular, if F = K, Z(FE,K) is always complete. (m]

Definition 1.4.1. If the linear mapping T : E s F is bijective continuous and if
T-!:F s E is continuous, we say that T is an isomorphism (of normed spaces) between E
and F.

We say that E and F are isomorphic if there erists an isomorphism between E and F';

we says that they are isometric if there exists an isometric isomorphism T : E - F .

Note that saying that a mapping T : E — F is isometric means that we have ||T(zy) —
T(x2)||lp = llz1 — 2|l for all 2,12 € E. When T is lincar, this is expressed by |T(z)|p =
l|zellg: for all x € ET is therefore in particular of norm |T|| =1. All isometry is injective;
to say that it is bijective is therefore equivalent to saying that it is surjective. In this case,
T ! is also an isometry; it is therefore automatically continuous.

Saying that T is an isomorphim means that T is bijective lincar and that there exist two
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constants 0 < a < 8 < 0o such that:

[allzle < |Tz|r < Blzle| foralzecE

Indeed, if T is an isomorphism, the continuity of T~ allows us to write:

IT*ylle < Tyl forally € F , ice. |zllg < IT || Tzl s for all z € E. We therefore
have the double inequality, with a = #TT and B = |T|| . Conversely, if we have this double
inequality, then T is continuous and ||T|| < 8 and T~! is continuous and ||T!|| < L, since
alT'ylle < lylle for ally € F.

We can also notice that the left inequality results in the injectivity of T'.

1.5 Dual of vector normed space

Definition 1.5.1. #(E,K) is denoted by E* and is called the dual of E. It is still

a Banach space.
Note that E* is the topological dual of E, and is strictly smaller than the algebraic dual

- the space of all linear functionals -, of E, at least if E is infinite dimension. The norm of

@ € E* is therefore defined by:

Il = lpllie = supyo SE! = suppaye ko) = supyay_s ().

Notation. We often use the notation |{p, r) = o(z)|.

Theorem 1.5.1. The dual space X' of a normed space X is a Banach space (whether or not

X is).

Remark.
- Other terms are dual, adjoint space and conjugate space.

- Algebraic dual space X* of X is the vector space of all linear functionals on X.
Example 1.1. o Space R™: The dual space of R" is R".
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