
LECTURE 01: ANALYSIS OF VARIANCE (ANOVA) 
This lecture presents an overview of Analysis of Variance (ANOVA) as a key statistical method for 
comparing group means across multiple conditions to identify statistically significant differences. 
ANOVA is widely applicable in fields like educational psychology, applied linguistics, didactics, 
and sociolinguistics, where it enables researchers to assess complex variables simultaneously and 
determine whether differences in group means are meaningful or due to random chance. Key 
assumptions for ANOVA, such as normality, homogeneity of variance, and independence, are 
discussed to ensure accurate results. The document also covers one-way and two-way ANOVA, 
including examples and a step-by-step guide for conducting a two-way ANOVA in SPSS, 
providing practical insights on setting up, analyzing, and interpreting results, especially in studies 
with multiple variables and interactions. 

By the end of this lecture, you will be familiar with setting up and interpreting ANOVA results 
and will understand its critical role in educational and social science research, especially when 
handling multifactorial data with multiple group comparisons and potential interactions. 

1. DEFINITION 

Analysis of Variance (ANOVA) is a statistical test used to evaluate whether there are significant 
differences between the mean scores of three or more groups. By comparing group means in a 
single test, ANOVA allows researchers to assess if the differences observed among these groups 
are likely due to random variation or if they represent real, meaningful distinctions. This makes 
ANOVA especially useful for studies where multiple groups or conditions are involved, as it 
provides a structured way to understand variation within and between groups while minimizing 
the chance of error that would arise from running multiple independent tests. 

ANOVA's versatility and ability to handle multiple variables make it a valuable tool for 
researchers and analysts across various fields. By comparing means and partitioning variance, 
ANOVA provides a robust way to understand the relationships between variables and identify 
significant differences among groups. 

2. ASSUMPTIONS OF ANOVA 

The accuracy of ANOVA depends on several key assumptions about the data. When these 
assumptions are met, ANOVA can provide reliable and meaningful results for comparing group 
means. However, if they are violated, the test results may be misleading. Here are the core 
assumptions for ANOVA, along with an explanation of why each one matters: 

A. Normality of the Data 

ANOVA assumes that the data within each group follows a normal (bell-shaped) distribution. 
This is particularly important when sample sizes are small, as non-normal data in small samples 
can lead to incorrect inferences about group differences. In larger samples, the central limit 
theorem suggests that even non-normally distributed data can approximate a normal distribution, 
reducing this issue. 
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Example: In applied linguistics, a researcher comparing vocabulary retention scores across 
different teaching methods assumes that the distribution of scores within each group (such as 
flashcards, contextual learning, and computer-assisted instruction) is approximately normal. If 
one group has a highly skewed score distribution, the ANOVA results may inaccurately reflect 
differences between groups. 

B. Homogeneity of Variance 

ANOVA also assumes that the variances (the spread or dispersion of scores) across the groups 
being compared are roughly equal. This is known as the assumption of homogeneity of variance. If 
one group has a much larger variance than others, it could unduly influence the ANOVA results, 
leading to false conclusions about group differences. 

Example: In educational psychology, when comparing the effect of different study techniques on 
exam performance, researchers assume that each group’s performance variance is similar. If 
students in the “self-study” group show a very wide range of scores while the “group study” and 
“tutor-assisted” groups show much narrower ranges, the results of the ANOVA might be biased, 
as differences could reflect variance rather than a true effect of the study method itself. 

C. Independence of Observations 

ANOVA requires that each observation is independent of the others. This means that the outcome 
for one participant should not influence the outcome for another. This assumption is essential for 
ensuring that the groups are genuinely comparable and that observed differences are not due to 
interactions among participants. 

Example: In sociolinguistics, suppose a study examines code-switching behavior across different 
community groups. If participants in the same group influence each other’s language use during 
data collection (for example, by conversing with each other), this could violate the independence 
assumption. To properly use ANOVA, researchers must collect data in a way that ensures each 
participant’s responses are independently observed. 

Why These Assumptions Matter? 

If the assumptions of normality, homogeneity of variance, or independence are violated, ANOVA 
results can become unreliable: 

• Non-normal data can inflate or deflate the calculated F-ratio, leading to Type I or Type II 
errors (i.e., finding significant differences that don’t exist, or missing those that do). 

• Unequal variances make it harder to detect real differences and can distort the comparison 
between group means, especially if the group sizes are also unequal. 

• Non-independent observations introduce dependencies that bias the results, leading to 
over- or under-estimations of group differences. 
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3. TYPES OF ANOVA: 

ANOVA is like several two-sample t-tests. However, it results in fewer type I errors. ANOVA 
groups differences by comparing each group's means and includes spreading the variance into 
diverse sources. Analysts use a one-way ANOVA with collected data about one independent 
variable and one dependent variable. A two-way ANOVA uses two independent variables. The 
independent variable should have at least three different groups or categories. ANOVA 
determines if the dependent variable changes according to the level of the independent variable.  

A. One-Way ANOVA 
1. Uses one independent variable or factor 
2. Assesses the impact of a single categorical variable on a continuous dependent variable, 

identifying significant differences among group means 
3. Does not account for interactions 

B. Two-Way ANOVA 
1. Uses two independent variables or factors 
2. Used to not only understand the individual effects of two different factors but also how the 

combination of these two factors influences the outcome 
3. Can test for interactions between factors 

A one-way ANOVA evaluates the impact of a single factor on a sole response variable. It 
determines whether all the samples are the same. The one-way ANOVA is used to determine 
whether there are any statistically significant differences between the means of three or more 
independent groups. 

A two-way ANOVA is an extension of the one-way ANOVA. With a one-way, there is one 
independent variable affecting a dependent variable. With a two-way ANOVA, there are two 
independent variables. For example, a two-way ANOVA allows a company to compare worker 
productivity based on two independent variables, such as salary and skill set. It's utilized to see 
the interaction between the two factors and test the effect of two factors simultaneously. 

4. APPLICABILITY TO OUR FIELD OF INTEREST: 

ANOVA is highly valuable across fields such as educational psychology, applied linguistics, 
didactics, and sociolinguistics, as it allows for the comparison of multiple groups in a single test. 
Below are examples from each field to illustrate ANOVA’s application. 

A. Educational Psychology 

Researchers might study the impact of different teaching styles on student motivation. For 
example, a study could compare traditional lecture-based teaching, interactive group activities, 
and project-based learning to understand their effects on students' intrinsic motivation. By 
applying ANOVA, researchers can determine if these teaching methods lead to statistically 
significant differences in motivation levels among students. Rather than conducting separate tests 
for each pair of teaching methods (which increases the risk of Type I error), ANOVA enables a 
simultaneous comparison, revealing if certain teaching styles are more effective in fostering 
motivation and thus informing pedagogical strategies. 



B. Applied Linguistics 

ANOVA can be used to examine the effectiveness of various vocabulary teaching methods, such 
as flashcards, contextual learning, and computer-assisted instruction. Suppose researchers want 
to assess which method best supports vocabulary retention among language learners. By using 
ANOVA, they can compare the average retention scores across all three groups at once, helping 
to identify which method (if any) has a statistically significant advantage in supporting long-term 
word retention. This type of analysis is valuable for language instructors seeking evidence-based 
strategies to improve vocabulary acquisition. 

C. Didactics 

ANOVA can help compare different instructional designs in terms of student engagement or 
knowledge retention. For instance, a didactics researcher might examine the impact of lecture-
based, problem-based, and flipped classroom approaches on student performance in a science 
course. ANOVA allows for a comparison of the mean test scores across these instructional 
designs, helping educators determine if certain approaches lead to significantly higher student 
performance. This type of analysis supports the refinement of instructional methods, allowing 
teachers to adopt practices that are empirically shown to enhance learning outcomes. 

D. Sociolinguistics 

In sociolinguistics, ANOVA can be employed to investigate language use patterns across social 
groups. For example, a researcher may want to explore differences in code-switching frequency 
among monolingual, bilingual, and multilingual speakers in a community. ANOVA enables the 
comparison of the mean code-switching instances among these groups, highlighting whether 
certain linguistic profiles are associated with a greater tendency to switch languages in 
conversation. This can deepen our understanding of how social and linguistic factors interact, 
informing theories about language usage in multilingual communities and the social dynamics of 
communication. 

5. RUNNING A TWO-WAY ANOVA ON SPSS 

Example 

A researcher was interested in whether an individual's interest in politics was influenced by their 
level of education and gender. They recruited a random sample of participants to their study and 
asked them about their interest in politics, which they scored from 0 to 100, with higher scores 
indicating a greater interest in politics. The researcher then divided the participants by gender 
(Male/Female) and then again by level of education (School/College/University). Therefore, the 
dependent variable was "interest in politics", and the two independent variables were "gender" 
and "education". 

A. Setup in SPSS Statistics 

A researcher had previously discovered that interest in politics is influenced by level of education. 
When participants were classified into three groups according to their highest level of education; 
namely "school", "college" or "university", in that order; higher education levels were associated 
with a greater interest in politics. Having demonstrated this, the researcher was now interested in 
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determining whether this effect of education level on interest in politics was different for males 
and females (i.e., different depending on your gender). To answer this question, they recruited 60 
participants: 30 males and 30 females, equally split by level of education 
(School/College/University) (i.e., 10 participants in each group). The researcher had participants 
complete a questionnaire that assessed their interest in politics, which they called the "Political 
Interest" scale. Participants could score anything between 0 and 100, with higher scores indicating 
a greater interest in politics. 

In SPSS Statistics, we separated the individuals into their appropriate groups by using two 
columns representing the two independent variables, and labelled 
them gender  and education_level . For gender , we coded "males" as 1 and "females" as 2, and 

for education_level , we coded "school" as 1, "college" as 2 and "university" as 3. The participants' 

interest in politics – the dependent variable – was entered under the variable 
name, political_interest . The setup for this example can be seen below: 

 

SPSS Statistics procedure for the two-way ANOVA 

The General Linear Model > Univariate... procedure below shows you how to analyse your data 
using a two-way ANOVA in SPSS Statistics when the assumptions have not been violated. 

1. Click Analyze > General Linear Model > Univariate... on the top menu, as shown below: 
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3. Click on the  button. You will be presented with the Univariate: Profile 
Plots dialogue box, as shown below: 

 



4. Transfer gender  from the Factors: box to the Separate Lines: box and education_level  into 

the Horizontal Axis: box, as shown below: 

 

5. Click on the  button. This will add this profile plot, which it labels 
"education_level*gender", into the Plots: box, as shown below: 

 



6. Transfer education_level  from the Factors: box to the Separate Lines: box and gender  into 

the Horizontal Axis: box, as shown below: 

 

7. Click on the  button. This will add this profile plot, which it labels 
"gender*education_level", into the Plots: box, as shown below: 
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17. Select the Descriptive statistics option in the –Display– area. You will end up with the 
following screen: 

 

18. Click on the  button. You will be returned to the Univariate dialogue box. 

19. Click on the  button. 

SPSS Statistics Output  

SPSS Statistics generates quite a few tables in its output from a two-way ANOVA. This section 
shows the main tables required to understand your results from the two-way ANOVA, including 
descriptives, between-subjects effects, Tukey post hoc tests (multiple comparisons), a plot of the 
results, and how to write up these results. 



You
AN

Thi
com
"cel
stan
Thi

Plot

The
"ed

An 
that
to b

B. Desc

u can find a
NOVA in th

s table is v
mbination o
ll" of the de
ndard devi
s might be

t of the res

e plot of th
ucation_le

 interaction
t the lines 

be a statisti

criptive Sta

appropriat
he aptly na

very useful
of the grou
esign). In a
iations for 

e more usef

sults 

he mean "in
evel" are pl

n effect can
do not app
ically signi

atistics 

te descript
amed "Desc

l because it
ups of the i
addition, th
 groups on
ful if you d

nterest in p
lotted in a 

n usually b
pear to be p
ificant inte

tive statisti
criptive St

t provides 
independe
he table pr

nly split by
do not hav

politics" sco
line graph

be seen as a
parallel (w

eraction, wh

ics for whe
tatistics" ta

 the mean 
nt variable

rovides "To
y one indep
ve a statistic

ore for each
h, as shown

a set of non
with the line

hich we ca

en you repo
able, as sho

and standa
es (what is
otal" rows,
pendent va
cally signif

h combina
n below: 

n-parallel l
es actually

an confirm 

ort the resu
own below

 

ard deviati
 sometime
 which allo

ariable, or n
ficant inter

ation of gro

lines. You 
y crossing).
 in the nex

ults of you
w: 

 

ion for eac
es referred 
ows means
none at all
raction. 

oups of "ge

 

can see fro
. You migh

xt section. 

ur two-way

ch 
 to as each 
s and 
, to be kno

ender" and

om this gra
ht expect th

y 

 

own. 

 

aph 
here 



The
var
Sub

The
"gen
our
"gen
"int
will
You
.002
thes
abo
mal
edu

Wh
mis
wou
edu
mai

Wh
wel

If y
test
Com

C. Stati

e actual res
iables or th
bjects Effe

e particular
nder*educ

r independ
nder*educ
terest in po
l determin
u can see fr
2 level. You
se need to 

ove that the
les and fem

ucational le

D. Post 

hen you hav
sleading. T
uld involv

ucational le
in effects a

hen you do
ll as a proc

E. Mult

ou do not 
t results for
mparisons

istical Sign

sult of the t
heir interac
ects table, a

r rows we 
cation_leve
dent variab
cation_leve
olitics". It is
ne how you
rom the "S
u may also
 be interpr
ere was no
males (p = .
evels (p < .0

 hoc Tests 

ve a statist
Therefore, y

e determin
evel, as we
analysis, an

o not have a
cedure you

tiple Comp

have a stat
r the differ

s table, as s

nificance  

two-way A
ction are st
as shown b

 are interes
el" rows, an
bles (the "ge
el" row) ha
s importan

u can interp
Sig." colum
o wish to re
eted in the

o statistical
.448), but t
001). 

 – Simple M

tically sign
you will ne
ning the m
ell as betwe
nd you wil

a statistica
u can use in

parisons Ta

tistically si
rent levels 
shown belo

ANOVA – 
tatistically 

below: 

sted in are 
nd these ar
ender" and
ve a statist

nt to first lo
pret your r

mn that we 
eport the r
e context of
ly significa

there were 

Main Effec

nificant in
eed to repo

mean differe
een educat
ll need to u

ally signific
n SPSS Stat

able 

ignificant i
 of educati
ow: 

namely, w
 significan

 the "gende
re highligh
d "educatio
tically sign
ook at the "
results (see
have a stat
esults of "g
f the intera
ant differen
 statisticall

cts in SPSS

nteraction, 
ort the sim
ence in inte
tional level
use SPSS St

cant interac
tistics to de

interaction
on, which 

whether eith
nt – is show

er", "educa
hted above
on_level" ro
nificant effe
"gender*ed
e our enhan
tistically si
gender" an
action resu
nce in mea
ly significa

S Statistics

 reporting 
mple main e

erest in po
l for each g
tatistics syn

ction, we e
eal with th

n, you migh
 can be fou

her of the t
wn in the T

ation_level
. These row
ows) and t
ect on the d
ducation_le
nced guide
ignificant i

nd "educati
ult. We can
an interest 
ant differen

s 

 the main e
effects. In 
litics betw

gender. Yo
ntax.  

explain two
his issue. 

ht interpre
und in the M

two indepe
Tests of Bet

 

l" and 
ws inform 
their intera
dependent
evel" inter
e for more 
interaction
ion_level",

n see from t
 in politics 
nces betwe

effects can
our examp

ween gende
u can carry

o options y

et the Tuke
Multiple 

endent 
tween-

us whethe
action (the 
t variable, 
action as th
 informatio

n at the p = 
 but again,
the table 
 between 

een 

n be 
ple, this 
ers at each 
y out a sim

you have, a

ey post hoc

er 
 

his 
on). 
 
, 

mple 

as 

c 



You
whi
Col
that
(p <

You
For

• Gen

A tw
inte
and

If y
effe

• Gen

Sim
fem
gen

 

 

REF

Fiel

Lun
http

u can see fr
ich row we
llege, (2) Sc
t there is a

< .001). 

F. Repo

u should em
r example, 

neral 

wo-way A
erest in pol
d education

ou had a s
ects in SPSS

neral 

mple main e
males when
nder when 

FERENCE

ld, A. (2013

nd Researc
ps://statis

rom the tab
e choose to
chool and U
 statisticall

orting the R

mphasize t
you might

ANOVA wa
litics. Ther
n level on i

statistically
S Statistics

effects ana
n educated 
 educated t

ES 

3). Discover

ch Ltd. (201
stics.laerd.c

ble above t
o read from
University
ly significa

Results of 

the results
t report the

as conduct
re was a sta
interest in 

y significan
s, you wou

alysis show
 to univers
to school (p

ring statisti

18). Two-w
com/spss-

that there i
m, we are in
y, and (3) C
ant differen

 a Two-wa

 from the i
e result as:

ed that exa
atistically s
 politics, F 

nt interactio
ld also rep

wed that ma
sity level (p
p = .465) o

ics using IB

ay ANOVA
-tutorials/t

is some rep
nterested i

College and
nce betwee

ay ANOVA

interaction
 

amined the
significant 
 (2, 52) = 7.

on term an
port these r

ales were s
p = .002), b
r college le

BM SPSS st

A in SPSS S
two-way-a

petition of 
in the diffe
d Universit
en all three

A 

n first befor

e effect of g
 interaction
.315, p = .0

nd carried 
results. Bri

significantl
but there w
evel (p = .7

tatistics (4th

Statistics. L
anova-usin

 the results
erences bet
ty. From th
e different 

re you men

gender and
n between 
02. 

out the pro
efly, you m

ly more in
were no diff
793). 

h ed.). SAG

Laerd Statis
ng-spss-stat

 

s, but regar
tween (1) S
he results, 
 educationa

ntion the m

d educatio
 the effects

ocedure fo
might repo

terested in
ferences be

GE Publica

stics. 
tistics.php

rdless of 
School and
 we can see
al levels    

main effects

n level on 
s of gender

or simple m
ort these as

n politics th
etween 

ations. 

p 

 
e 
   

s. 

 
r 

main 
: 

han 


